The inter-rater agreement of retrospective assessments of adverse events does not improve with two reviewers per patient record
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ABSTRACT

Objective: To evaluate the inter-rater agreement of the record review process of the Dutch Adverse Event study, which we aimed to improve by the involvement of two independent physician reviewers per record instead of one including a consensus procedure in case of disagreement.

Methods: The inter-rater agreement within pairs of physicians (independent review between physician A+B) and between pairs of physicians (independent review between physician A+B and C+D) was measured to evaluate the record review process with two physicians including a consensus procedure, with 4,272 and 119 records, respectively.

Results: The inter-rater agreement within pairs of physicians was substantial for the determination of adverse events (AEs) with a kappa of 0.64 (95% confidence interval [CI]: 0.61, 0.68). The inter-rater agreement between pairs of physicians was fair for the determination of AEs with a kappa of 0.25 (95% CI: 0.05, 0.45).

Conclusion: A record review process with two physicians per record including a consensus procedure to assess AEs is not more reliable than a record review process with one physician. Retrospective estimates of incidence of AEs from record review studies should be interpreted with caution. Improvement of the method is necessary for monitoring incidence of AEs over time at a national level.
1. INTRODUCTION

What's new?

- The inter-rater agreement of record review to assess adverse events in hospital admissions does not improve by involvement of two independent physician reviewers per patient record including a consensus procedure in case of disagreement, instead of a single physician reviewer. Involving two physicians in the assessment of adverse events including a consensus procedure gives a false feeling of higher reliability.

- A record review process with two physician reviewers per record and a consensus procedure led, however, to more reported adverse events than a record review process with only one physician reviewer per record. Physician reviewers were more reluctant in their judgement without support of a collegial review.

If the aim is to investigate quality improvement, two reviewers may be preferred over one, to maximize the amount of information for quality improvement. But for routine assessment of adverse events, one physician reviewer per record may be considered and makes the assessment of adverse events more efficient and cheaper.

Patient record review of hospital admissions is by far the most widely applied and thoroughly studied method for measurement of patient safety [1], [2], [3], [4], [5], [6], [7], [8], [9] and [10]. It is a standard method by which adverse events (AEs) of clinical care and their degree of preventability are measured and it forms the basis for patient safety policy in several countries [11]. This method was proven valid to identify AEs and estimate their incidence in hospitals nationwide [2]. However, previous AE studies showed poor to moderate inter-rater agreement for the determination of AEs and their preventability [1], [2], [3], [5], [7], [8], [9] and [10]. Therefore, standing on the shoulders of our predecessors and keeping the method and instruments maximally comparable, we have tried to improve the inter-rater agreement of the measurement of AEs and their preventability within the Dutch Adverse Event study.

Inter-rater agreement refers to the consistency of ratings or to the ability of various raters to reach the same conclusion about a specific case [2] and [12]. Strategies to enhance inter-rater agreement are standardization of the measurement and consensus procedure between the reviewers [12] and [13]. To improve the inter-rater agreement for the assessment of AEs in the Dutch Adverse Event study all records were independently reviewed by two physicians instead of one and in case of disagreement, the two physicians discussed and reconsidered their review to obtain consensus. We hypothesized that the involvement of two physicians per patient record including a consensus procedure would give a more reliable assessment of AEs and their preventability. Within the Dutch Adverse Event study a reliability study was conducted to evaluate the inter-rater agreement of the patient record review. The objective was twofold. First, to examine the inter-rater agreement of the original review by two independent physician reviewers before the consensus procedure. This is called the inter-rater agreement within pairs of physicians (physician A vs. B). Second, to examine the inter-rater agreement of the complete record review process, including the consensus procedure, with a second pair of physicians. This is called the inter-rater agreement between pairs of physicians (physician A+B vs. C+D). The Harvard Medical Practice Study in the United States and the Australian study on the occurrence of AEs also involved two physicians per record and the Australian study also used a consensus procedure in case of disagreement between the two physicians [3] and [10]. However, these studies only evaluated the inter-rater agreement of the original review within pairs of physicians (physician A and B) and not of the ultimate decisions made by pair of physicians. To gain insight in the reliability of the record review procedure with two physicians per patient record including a consensus procedure in case of disagreement, the inter-rater agreement between pairs of physicians is more relevant and has not yet been studied thoroughly.
2. METHODS

2.1. Study design and setting

A retrospective patient record review study was conducted to determine the incidence and preventability of AEs among hospitalized patients in the Netherlands [14]. The method of this study was based on a protocol and instruments originally developed by the Harvard Medical Practice Study. They studied the incidence of AEs in New York state hospitals in 1984, based on analysis of information in patient records [3] and [15]. This method, with modifications, was used in subsequent studies in Australia, the United Kingdom, New Zealand, the United States, Denmark, France, and Canada [1], [5], [8], [10], [15], [16], [17], [18] and [19]. This reliability study was conducted as part of the Dutch Adverse Event study. We have described the design and method of our main study in more detail elsewhere [14].

A random sample of 7,926 patient records, originating from 21 randomly selected Dutch hospitals, was reviewed using a three-stage retrospective patient record review process by trained nurses and physicians between August 2005 and October 2006 (Fig. 1). The sample of records (N = 7,926) was stratified for discharged and deceased hospital patients—3,943 records of discharged patients and 3,983 records of deceased patients in 2004. A large subsample of deceased hospital patients was included to determine the occurrence of potentially preventable deaths in hospitals more precisely than in previous studies [20].

[FIGURE 1]

2.2. Original record review process

In the first stage of the three-stage review process, a nurse screened the patient records by using 18 screening criteria indicating potential AEs. One or more criteria were fulfilled in 4,317 patient records, of which 65% were from deceased patients and 35% were from discharged patients. These were forwarded to the second stage of the review process for a medical review by two physicians independently to determine whether an AE had occurred and whether the AE had been preventable. An AE was defined as an unintended injury among hospitalized patients that results in disability, death, or prolonged hospital stay, and was caused by health care management. Preventability of an AE is defined as health care that fell below the current level of expected performance for practitioners or systems (Appendix A) [1], [5], [10] and [15].

The patient records were independently reviewed by two physicians of the same specialty (general internists, general surgeons, neurologists, or pediatricians). The physician reviewers had to focus on their own expertise. Records with, for example, screening criteria related to surgical events were reviewed by two surgeons. Moreover, records with screening criteria related to multiple specialties were reviewed by two different specialists.

In case of disagreement about the presence of an AE and/or degree of preventability between the two independent reviews of the physicians, they started a consensus procedure (stage 3). In this consensus procedure the physicians considered and discussed both reviews and reconsidered their reviews to obtain consensus. When they failed to reach agreement, a third trained reviewer gave a final judgment based on information of the first two reviews [14]. In 663 hospital admissions one or more AEs were identified (Fig. 1) [20].

2.3. Reliability study

2.3.1. Measurement inter-rater agreement within pairs

The inter-rater agreement of the original review between physician A and B (before consensus procedure), defined as the inter-rater agreement within pairs of physicians, was determined for 4,272 records; 45 records were excluded, because the AEs had occurred outside the participating hospitals (thus in another hospital) or were not related to the sampled admission (Fig. 1).
2.3.2. Measurement inter-rater agreement between pairs

To assess the inter-rater agreement of the complete review process by pairs of physicians, including the consensus procedure and if applicable a third review, a stratified random sample of 119 records was selected for an independent review by a second pair of physicians (physician C and D) (Fig. 1). Physician C and D independently reviewed the selected records and in case of disagreement, they started a consensus procedure and if applicable, a third reviewer gave a final judgment. Only records reviewed by two internists or two surgeons were selected.

Because the inter-rater agreement may vary for records that did and did not need a consensus procedure to decide about the presence of AEs, the sample was stratified for records with or without a consensus procedure between physician A and B. As most of the records did not show an AE, for efficiency reasons we aimed to include about an equal number of records with and without an AE in the sample (Table 1).

|TABLE 1|

2.4. Physician reviewers and training

In this study, 55 trained physicians reviewed in several different hospitals (average 5.2 hospitals per physician). The eligibility criteria for physicians to act as reviewer were as follows: more than 10 years post graduate general clinical experience, good reputation among colleagues, no longer than 5 years retired, experience or affinity with analysis of incidents, complaints and errors of clinical care, and availability for at least 1 day per week.

The physicians followed a 1-day training in small groups (maximum 12 participants), led by one researcher and one experienced physician. During the training, the study protocol, definitions, and electronic review forms were explained and examples of (preventable) AEs were discussed. The reviewers practiced with cases and the review forms and they were provided with a review manual in which the research protocol, instruments, and definitions were defined [14].

During the study, the physicians could consult an expert panel of medical specialists for questions about accepted clinical practice. After 1 month of reviewing, the reviewers had a half-day training session to discuss their problems concerning the review process and reviewers were updated with the latest insights about the review process. These training sessions were organized frequently during data collection. The discussed problems were collected and noted in a regularly updated Frequently Asked Questions (FAQ) document, which was spread via post and mail to all reviewers.

2.5. Statistical analysis

The judgment about the presence of an AE and degree of preventability were measured on a six-point scale (Appendix A). We used a score of at least four (>50% chance that medical management caused the AEs) to indicate the presence of AEs. For preventability we used a score two or higher (at least slight to modest evidence that the AE was preventable) [20].

The inter-rater agreement within pairs of physicians (physician A and B) and between pairs of physicians (physician A+B and C+D) was measured for the determination of AEs and for the determination of the degree of preventability of the AEs. Because no preventability score could be given for records without AEs, the inter-rater agreement for preventability was only estimated for records in which both (pairs of) physicians found an AE. The inter-rater agreement between pairs of physicians was adjusted for the stratified sampling procedure with respect to the oversampling of records with AEs and the oversampling of the presence of a consensus procedure.

The inter-rater agreement was expressed as a kappa (κ) statistic with 95% confidence interval (CI) and as the percentage of records for which there was agreement. A κ-value between 0.00 and 0.20 was classified as “slight”; between 0.21 and 0.40 as “fair”; between
3. RESULTS

3.1. Inter-rater agreement within pairs of physicians

The inter-rater agreement within pairs of physicians (physician A and B) was determined for 2,757 (65%) records of deceased patients and for 1,515 (35%) records of discharged patients. The inter-rater agreement for the determination of AEs was substantial (κ = 0.64, 95% CI: 0.61, 0.68). Also for the determination of their preventability the inter-rater agreement was substantial (κ = 0.72, 95% CI: 0.66, 0.79) (Table 2).

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
</table>
| Physician A and physician B separately determined 592 and 621 AEs before a consensus procedure (Table 2). After discussion and reconsideration of their reviews in a consensus procedure more AEs were determined (n = 663). Figure 1 shows that 373 (213 + 105 + 55) records were discussed in a consensus procedure between physician A and B about the determination of AEs and/or degree of preventability or were finally judged by third physician reviewer. This procedure resulted in 243 (213 + 30) AEs. Of all detected AEs, 37% (243/663) were determined after consensus procedure.

3.2. Inter-rater agreement between pairs of physicians

The inter-rater agreement between pairs of physicians (physician A+B and C+D) was determined for 77 (65%) records of deceased patients and for 42 (35%) records of discharged patients. The inter-rater agreement was fair for determination of presence of AEs (κ = 0.25, 95% CI: 0.05, 0.45) and for determination of preventability of AEs (κ = 0.40, 95% CI: 0.07, 0.73) (Table 3).

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
</table>
| The second pair of physicians determined less AEs (n = 40) compared with the first pair of physicians (n = 62) (Table 3). For 46 records there was no agreement between the pairs of physicians. For 21 (46%) of these records a consensus procedure was needed between physician A and B.

The inter-rater agreement for AE determination and their preventability between pairs of physicians was lower than the inter-rater agreement within pairs of physicians. The kappa value for the AE determination was lower than the kappa value for the determination of the preventability of AEs.

3.3. Subgroup analysis

To get an indication of determinants for high or low agreement for the assessment of AEs we performed a post-hoc analysis of the inter-rater agreement separately for subgroups of records. The inter-rater agreement within pairs of physicians was higher for records of discharged patients compared with records of deceased patients. For records reviewed by two neurologists the inter-rater agreement within pairs of physicians was higher compared with records reviewed by two internists, surgeons, or pediatricians. The inter-rater agreement within pairs of physicians was higher for records that were reviewed by two physicians both of whom reviewed many records compared with records reviewed by physicians both of whom reviewed less records. However, the differences in kappa values were not statistically significant, except the kappa value within pairs of neurologists (Table 4).

| Table 4 |
We also analyzed the inter-rater agreement between pairs of physicians for subgroups of records. The inter-rater agreement between pairs of physicians was also higher for records of discharged patients ($\kappa = 0.55$, 95% CI: 0.16, 0.94) compared with records of deceased patients ($\kappa = 0.14$, 95% CI: $-0.09$, 0.36). For records reviewed by two internists the inter-rater agreement was higher ($\kappa = 0.27$, 95% CI: $-0.01$, 0.55) compared with records reviewed by two surgeons ($\kappa = 0.17$, 95% CI: $-0.14$, 0.47). The inter-rater agreement between pairs of physicians for records with a consensus procedure between physician A and B was lower ($\kappa = 0.23$, 95% CI: 0.01, 0.45). However, most of these kappa values had wide CI because of the small number of records in these subgroup analyses, meaning that these results were not statistically significant.

4. DISCUSSION

We hypothesized that the involvement of two physicians per patient record including a consensus procedure in case of disagreement between their reviews would improve the reliability of the review process to assess AEs. However, the inter-rater agreement of the complete medical review process (inter-rater agreement between pairs of physicians), including the consensus procedure, was only fair, although the inter-rater agreement within pairs of physicians was substantial.

More consensus procedures during the study between the same physicians has probably led to more simultaneous reviews that increased the inter-rater agreement within pairs of physicians. The Dutch Adverse Event study measured the incidence of AEs at national level. For geographical reasons, physicians often reviewed in the same region and hospitals. After a number of independently reviewed records, physicians had consensus procedures to obtain consensus in case there was disagreement. If physicians reviewed in the same hospital, they may often have had consensus procedures with the same colleagues. The second pair of physicians (physician C+D) reviewed in another region and had seldom or never consensus procedures with physicians of the first pair (physician A+B). The within pair consensus procedure produced a pair-specific improvement in agreement but not in overall reliability between pairs of physicians who were part of different discussions. It even had negative consequences for the inter-rater agreement between pairs of physicians. Perhaps the consensus procedure did not improve the inter-rater agreement of assessment of AEs, because there was not enough mixture of reviewers within and across pairs. A possible explanation for the fact that a consensus procedure did not improve the assessment is that for a group judgment task (in this study the discussion between the two physicians during a consensus procedure), discussion is primarily used as a justification for the members' original positions rather than contributing any input to a group decision.[22] However, we did not find dominant physician reviewers who convinced other physician reviewers more often during consensus procedures. The physician reviewers evaluated the double review procedure and the consensus procedure to be meticulous and instructive. However, this comfort is deceptive and may lead to unwarranted confidence in the result.[22]

The results also showed that more AEs were found after the consensus procedure than with two independent reviews by the two physicians. One-third of all AEs (37%) were determined using a consensus procedure about the presence of AEs and/or their preventability. This implies that it was hard for the physician reviewers to judge about the presence of AEs and that physicians were more reluctant in their judgment without support of a collegial review.

Another finding was the higher kappa value for the assessment of preventability than for the assessment of AEs. An explanation is that the inter-rater agreement of preventability could only be estimated for records in which both (pairs of) physicians found an AE. Another explanation is that in the Dutch study the threshold for preventability was two and higher (Appendix A). Previous studies that maintained four and higher as a threshold for preventability scores showed lower kappa values for the assessment of preventability.
Poor inter-rater agreement could be caused by a lack of information or knowledge necessary to appropriately determine AEs [23]. Judgments require not only up-to-date clinical knowledge, but also consideration of standards of care and the recognition of distinction between AEs and unintended outcomes caused by the disease or patient condition [24]. The determination of AEs and their preventability in this study is based on a structured implicit method that relies on expert judgment. The structured part is that reviewers are guided in determining AEs and their preventability. The review is, however, implicit in that the reviewers are asked to judge on basis of relatively uncodified knowledge, held in their minds and perhaps tailored to the circumstances of a specific case [25]. The measurement procedure in implicit review requires the reviewers to form their criteria and apply them, and thus a source of variability is included in the measurement of reliability. Explicit methods for AEs assessment based on clearly defined criteria showed higher inter-rater agreement compared with implicit methods [25]. However, explicit methods are only applicable in the case of selected, homogeneous samples of cases. In the Dutch Adverse Event study, admissions were selected hospital-wide with a wide variation of diagnosis and treatments. Many hospital patients suffer from multiple and complex diseases and need complex treatment. A “gold standard” on good clinical practice is often lacking for each unique individual patient within his unique context. In addition, the AEs showed a wide range of origins and outcomes. So even if the standardized review process was perfectly applied by all reviewers, one would still expect a certain amount of disagreement about presence of AEs.

Poor inter-rater agreement could also be caused by lack of review experience. The inter-rater agreement was higher for records reviewed by physicians with more experience (assessed by the number of reviewed records) compared with records reviewed by physicians with less experience. On an average, a small group of neurologists (n = 5) reviewed more records per reviewer compared with the group internists (n = 25) or surgeons (n = 20). The inter-rater agreement of record reviewed by neurologists was higher compared with the inter-rater agreement of records reviewed by internists or surgeons. The judgment about the presence of AEs probably became more standardized within a smaller group of reviewers.

Low inter-rater agreement may imply an over- or underestimation of AEs in the national study on the occurrence of AEs in Dutch hospitals. Policy makers, hospital managers, and health care workers should be aware of this and interpret the results with caution. The moderate reliability of the review process is a well-known problem of record review studies to identify AEs and their preventability, in which kappa values ranged from 0.2 to 0.6 [3], [5], [7], [9] and [10]. The Harvard Medical Practice Study and the Australian study also involved two physicians for the medical review [3] and [10]. They found a kappa value of 0.61 and 0.55 for the AE identification, respectively. However, these studies only evaluated the inter-rater agreement within pairs of physicians. In our study, the inter-rater agreement within pairs of physicians was substantially higher compared with the inter-rater agreement between pairs of physicians. Thus, the inter-rater agreement presented in the previous studies limited to within pair agreement between two physicians could be an overestimation. However, the value of kappa depends on the prevalence of AEs [26] and [27]. Good care, meaning low AE rates, is likely to be associated with lower values of kappa [25]. This impairs comparison of kappa values between populations.

Our study had some limitations. We included more patient records of deceased patients compared with patient records of discharged patients in the reliability study. The proportion of deceased and discharged patients in the Dutch hospital population was 3% vs. 97% and in the sample for the determination of the inter-rater agreement between pairs of physicians, the proportion was 65% vs. 35%. The post-hoc analysis showed that the inter-rater agreement for records of discharged patients is much better compared with the records of deceased patients. Therefore, the kappa values of the inter-rater agreement between physicians may be underestimated in this study. However, because of the small number of records in the
subgroup analysis for discharged and deceased patients and the wide 95% CI, we refrained from adjustment for the oversampling of deceased patients.

Secondly, we selected 119 records to evaluate the inter-rater agreement between pairs of physicians including consensus procedure. The number of records was too small for appropriate analysis of the inter-rater agreement for subgroups of records.

Finally, we involved 55 physicians, which is more than in other studies. The more the heterogeneity in the raters and the conditions studied, the lower the reliability will be [6]. Table 4 showed that the inter-rater agreement for the internists (n = 25) was lower than the inter-rater agreement for the five neurologists who reviewed all records with neurologic events. Also the inter-rater agreement for physicians who reviewed more records was better than the inter-rater agreement for physicians who reviewed less records. However, for logistic reasons, many raters will be needed to estimate the incidence of AEs at a national level.

The involvement of a second physician and implementation of a consensus procedure did not improve the reliability of the patient record review method for the measurement of AEs. In future record review studies on the occurrence of AEs, one physician reviewer per record may be considered and makes the study much cheaper.

The suboptimal reliability of patient record review to identify AEs should be further improved to monitor patient safety in hospitals and hospital departments over time at national level. To improve the reliability a more explicit method based on specified and detailed checklists (using standards) for specific departments or patient groups may offer a solution. An approach that combines record review with prospective methods, in which clinical staff is interviewed about the origin of the AE, may also help to improve the inter-rater agreement to assess AEs. The team of physicians could be extended with more specialists from different disciplines, for example, cardiologists and neurosurgeons. However, the overall number of reviewers should be reduced to increase the experience per reviewer and to facilitate intensive training and standardization of the process. A wider spread of reviewers over hospitals across the country may help to avoid artificial enlargement of the inter-rater agreement within pairs of physicians. Also more training sessions during the study with all physician reviewers together should be organized devoted to comparison of reviews to standardize the review process and to enhance the overall inter-rater agreement.

5. CONCLUSION

Although judgment of presence of AEs is difficult, retrospective patient record studies currently offer the best method available to assess the incidence of AEs and their preventability, nature, and types [6]. The results of record review studies provide urgently needed insight in the current state of patient safety and possibilities for improvement of patient safety and are therefore generally highly appreciated.

Involvement of two physicians per patient record and consensus procedure in case of disagreement between physicians did not improve the inter-rater agreement of patient record review for the assessment of AEs. However, a record review process with two physician reviewers per record and a consensus procedure led to more reported AEs compared with a record review process with only one physician reviewer per record. If the aim is to investigate quality improvement, two reviewers may be preferred over one, to maximize the amount of information for quality improvement. But for routine assessment of AEs, one physician reviewer per record may be considered and makes the assessment of AEs more efficient and cheaper.

Retrospective estimates of incidence data of AEs should be interpreted with caution. Improvement of record review is necessary for monitoring incidence of AEs over time at a national level.
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[APPENDIX A]
Fig. 1. Flow chart of the record review process. *Forty-five records were excluded, because the AEs had occurred outside the participating hospitals (thus in another hospital) or were not related to the sampled admission. **Consensus procedure about the presence of an AE and/or preventability.
Table 1
Sample selection to evaluate the review process within and between pairs of physicians

<table>
<thead>
<tr>
<th>Strata</th>
<th>Result review process physician A and B</th>
<th>Evaluation agreement within pairs: all stage 2 records (n = 4,272)</th>
<th>Evaluation agreement between pairs: stratified sample (n = 119)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE−</td>
<td>No AE was found;</td>
<td>81.4</td>
<td>38.6</td>
</tr>
<tr>
<td>C−</td>
<td>direct agreement (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE+</td>
<td>AE was found;</td>
<td>9.8</td>
<td>28.6</td>
</tr>
<tr>
<td>C−</td>
<td>direct agreement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE−</td>
<td>No AE was found;</td>
<td>3.1</td>
<td>9.2</td>
</tr>
<tr>
<td>C+</td>
<td>consensus procedure (and if applicable third review) was necessary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE+</td>
<td>AE was found;</td>
<td>5.7</td>
<td>23.5</td>
</tr>
<tr>
<td>C+</td>
<td>consensus procedure (and if applicable third review) was necessary</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviation: AE, adverse event.

a Consensus procedure between physician A and B about the presence of an adverse event.

Table 2
Agreement and kappa statistic of duplicate review process within pairs of physicians (physician A+B)

<table>
<thead>
<tr>
<th>Physician B</th>
<th>AE</th>
<th>Preventable AE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Absent</th>
<th>Present</th>
<th>Total</th>
<th>Absent</th>
<th>Present</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>3479</td>
<td>201</td>
<td>3680</td>
<td>158</td>
<td>38</td>
<td>196</td>
</tr>
<tr>
<td>Present</td>
<td>172</td>
<td>420</td>
<td>592</td>
<td>20</td>
<td>201</td>
<td>221</td>
</tr>
<tr>
<td>Total</td>
<td>3651</td>
<td>621</td>
<td>4272</td>
<td>178</td>
<td>239</td>
<td>417</td>
</tr>
</tbody>
</table>

Agreement (%)
91.3

Kappa statistic (95% CI) 0.64 (0.61, 0.68) 0.72 (0.66, 0.79)

Abbreviations: AE, adverse event; CI, confidence interval.

* The inter-rater agreement for preventability was estimated in records in which both physicians found an AE. For three cases the preventability score was missing.
The inter-rater agreement of retrospective assessments of adverse events does not improve with two reviewers per patient record. Journal of Clinical Epidemiology: 2009

Table 3
Agreement and kappa statistic of duplicate review process between pairs of physicians (physician A+B and C+D)

<table>
<thead>
<tr>
<th>Physician A+B</th>
<th>AE</th>
<th>Present</th>
<th>Total</th>
<th>Preventable AE</th>
<th>Present</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absent</td>
<td>45</td>
<td>12</td>
<td>57</td>
<td>7</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Present</td>
<td>34</td>
<td>28</td>
<td>62</td>
<td>6</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>79</td>
<td>40</td>
<td>119</td>
<td>13</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td>Agreement (%)</td>
<td></td>
<td></td>
<td></td>
<td>75.6</td>
<td></td>
<td>70.4</td>
</tr>
<tr>
<td>Kappa statistic (95% CI)</td>
<td></td>
<td></td>
<td></td>
<td>0.25 (0.05, 0.45)</td>
<td></td>
<td>0.40 (0.07, 0.73)</td>
</tr>
</tbody>
</table>

Abbreviations: AE, adverse event; CI, confidence interval.

a The inter-rater agreement for preventability was estimated in records in which both pairs of physicians found an AE. For one case the preventability score was missing.

b Adjusted for sampling frame.

Table 4
Inter-rater agreement within pairs of physicians for AE determination for subgroups of records (n = 4,272)

<table>
<thead>
<tr>
<th>Subgroup of records</th>
<th>N</th>
<th>Kappa (95% CI)</th>
<th>Agreement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Records of discharged patients</td>
<td>1,515</td>
<td>0.68 (0.62, 0.73)</td>
<td>92.3</td>
</tr>
<tr>
<td>Records of deceased patients</td>
<td>2,757</td>
<td>0.62 (0.58, 0.67)</td>
<td>90.7</td>
</tr>
<tr>
<td>Records reviewed by 2 internists (n = 25)</td>
<td>2,757</td>
<td>0.64 (0.59, 0.68)</td>
<td>91.7</td>
</tr>
<tr>
<td>Records reviewed by 2 surgeons (n = 20)</td>
<td>1,011</td>
<td>0.63 (0.57, 0.70)</td>
<td>88.9</td>
</tr>
<tr>
<td>Records reviewed by 2 neurologists (n = 5)</td>
<td>372</td>
<td>0.77 (0.65, 0.88)</td>
<td>96.0</td>
</tr>
<tr>
<td>Records reviewed by 2 pediatricians (n = 5)</td>
<td>59</td>
<td>0.25 (−0.19, 0.69)</td>
<td>91.5</td>
</tr>
<tr>
<td>Records reviewed by 2 mix of physicians</td>
<td>73</td>
<td>0.56 (0.32, 0.78)</td>
<td>84.9</td>
</tr>
<tr>
<td>Records reviewed by 2 physicians who reviewed ≥143 records</td>
<td>2,738</td>
<td>0.68 (0.64, 0.73)</td>
<td>92.7</td>
</tr>
<tr>
<td>Records reviewed by 2 physicians who reviewed &lt;143 records</td>
<td>377</td>
<td>0.63 (0.51, 0.75)</td>
<td>91.8</td>
</tr>
</tbody>
</table>

Abbreviations: AE, adverse event; CI, confidence interval.

a The kappa value within pairs of neurologists significantly differs with kappa values of other specialists (P < 0.05).

b The median number of reviewed records per physician was 143; 1,157 records were excluded from this analysis because they were reviewed by a pair of physicians who reviewed more and less than 143 records.
Appendix A

Definitions and outcome measures [14]

**Description of 18 screening criteria for potential AEs**

1. Unplanned admission before index admission (admission reasons are related to the index admission)
2. Unplanned readmission after discharge from index admission
3. Hospital-incurred patient injury (permanent or temporary injury obtained (acquired) during index admission)
4. Adverse drug reaction
5. Unplanned transfer from general care to (an) intensive care (unit)
6. Unplanned transfer to another acute care hospital (after unexpected deterioration of the patient)
7. Unplanned return to the operating room
8. Unplanned removal, injury, or repair of an organ during surgery
9. Hospital-acquired infection or sepsis
10. Other patient complications
11. Development of neurologic deficit not present on admission
12. Unexpected death
13. Cardiac or respiratory arrest
14. Injury related to abortion or delivery
15. Inappropriate discharge to home
16. Dissatisfaction with care documented in the medical record
17. Documentation or correspondence indicating litigation
18. Any other undesirable outcome not covered above

**The determination of an AE was based on three criteria:**

1. an unintended (physical and/or mental) *injury* which
2. resulted in temporary or permanent *disability*, death, or prolongation of hospital stay, and is
3. caused by *health care management* rather than the patient’s disease
To determine whether the injury was caused by health care management or the disease process a 6-point scale was used:
1. (Virtually) no evidence for management causation
2. Slight to modest evidence of management causation
3. Management causation not likely (less than 50/50, but “close call”)
4. Management causation more likely (more than 50/50, but “close call”)
5. Moderate to strong evidence of management causation
6. (Virtually) certain evidence of management causation

The degree of preventability of the AEs was measured on a 6-point scale:
1. (Virtually) no evidence for preventability
2. Slight to modest evidence of preventability
3. Preventability not quite likely (less than 50/50, but “close call”)
4. Preventability more than likely (more than 50/50, but “close call”)
5. Strong evidence of preventability
6. (Virtually) certain evidence of preventability