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Use of hypotheses for analysis of variance models: 

challenging the current practice 

FLORYT VAN WESEL  · HENNIE BOEIJE  · HERBERT HOIJTINK 

ABSTRACT  

In social science research, hypotheses about group means are commonly tested 

using analysis of variance. While deemed to be formulated as specifically as 

possible to test social science theory, they are often defined in general terms. In 

this article we use two studies to explore the current practice concerning group 

mean hypotheses. The first study consists of a content analysis of published 

articles where the reconstructed reality of hypotheses use is explored. The 

second study is a qualitative interview study with researchers, adding 

information about daily practice. We argue that, at present, hypotheses are not 

used to their utmost potential and that progress can be made by using 

informative hypotheses instead  of the current non-informative hypotheses. 

Informative hypotheses capitalize on knowledge that researchers already possess 

and enable them to focus in their proceeding projects. The substantive focus of 

our work is the case of applied psychology. 

INTRODUCTION 

 

When social scientists conduct research, they often have expectations about the 

social phenomenon that is being examined. Generally, such expectations are analyzed 

using statis- tical tests. However, when testing hypotheses most researchers use the 

traditional null and alternative hypothesis. In most cases, neither of these hypotheses 

contains information about the researchers’ expectations and are therefore referred to 

as non-informative hypotheses. In contrast, informative hypotheses are expectations 

based on theory or common sense and are as specific as possible (Hoijtink et al. 2008). 

In this article we argue that research findings will be more accurate and thus provide a 

better answer to the research question if expectations are included in the statistical 

hypotheses. Accuracy is gained when such hypotheses are tested  straightforwardly 

instead of testing whether or not the non-informative null-hypothesis is rejected. The 

aim of this study is to investigate the current practice in order to assess the 

possibilities of using informative hypotheses instead of non-informative hypotheses. 

 

We focus especially on research questions that involve differences between two or 

more groups (for instance, “Do researchers with different academic positions differ in 

their teaching skills?”). When testing an expectation or hypothesis following from 
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such a research ques- tion concerning group means, analysis of variance (ANOVA) 

will usually be used. ANOVAs enable researchers to test whether or not the null-

hypothesis can be rejected, usually at a 5% alpha level. In the current practice the 

null-hypothesis and the alternative hypothesis are represented by respectively H0  : all 

group means are equal; there is no difference between the group means and HA  : not 

all group means are equal; there is a difference between  at least two of the group 

means. When H0 is rejected, it logically follows that the conclusion is HA “not all 

group means are equal”. The rejection of H0 is not considered a satisfying answer to 

the research question as it does not really involve the researcher’s expectation, for 

instance that Ph.D. students will have fewer teaching skills than research fellows and 

full professors, except that we now know that not all group means are equal. We 

argue that the use of informative hypotheses can solve this issue. 

 

An informative hypothesis may be formulated in terms of an ordering of the parameters 

(in this paper the group means) in which case it is called an (in)equality constrained 

hypothesis (Barlow et al. 1972; Silvapulle and Sen 2005; Hoijtink et al. 2008), or 

directional hypothesis. In this paper we make a distinction between simple order, 

main effect, and interaction effect informative hypotheses. Simple effect informative 

hypotheses are statements about expecta- tions that involve the influence of one 

(categorical) independent variable on one (continuous) dependent variable. The effect 

is called simple because it only involves the ordering of single group means, for 

example: Hsimple : µ4 < µ3 < µ1 < µ2, where µ j denotes the population mean for 

group j . Main effect informative hypotheses are also statements about expecta- tions 

that involve the influence of one (categorical) independent variable on one 

(continuous) dependent variable; these hypotheses involve the ordering of 

combinations of group means, for example: 

 

Hmain : (µ1 + µ3)/2 > (µ2 + µ4)/2. Interaction effect informative hypotheses are 

statements about expectations that involve the interaction between two or more 

(categorical) independent variables on one (continuous) dependent variable, for 

example: 

 

Hinteraction : |µ1 − µ3| > |µ2 − µ4|, where |µ1 − µ3| represents the absolute difference 

between µ1  and µ3  (Wesel et al. submitted). 

 

In order to investigate the potential for informative hypotheses in social science 

research, the current practice is investigated. Two studies are conducted: a content 

analysis of papers in peer-reviewed journals and a qualitative interview study involving 

researchers. In both studies we examine: What role do hypotheses play in the course of 

a social science research project? How do researchers presently formulate their 

expectations or hypotheses? Do researchers answer their research questions 

satisfactorily? Based on these results we discuss under what conditions the use of 

informative hypotheses will be beneficial with regard to the accuracy of the findings. 

The focus of the first study is on the reconstructed reality of hypotheses use described 

in research reports. In addition the second study will provide us with a description and 

understanding of the researchers’ modus operandi with concern to the use of 

hypotheses. This is not necessarily equal to what usually is reported in terms of 

chronological order and activities. 

http://www.nivel.eu/


Wesel, F. van, Boeije, H., Hoijtink, H. Use of hypotheses for analysis of variance models: 
challenging the current practice. Quality & Quantity: 2013, 47(1), 137-150 

This is a NIVEL certified Post Print, more info at http://www.nivel.eu 

 

As a substantive field we choose applied psychology. Since the context of this paper 

con- cerns ANOVA, we decided to search for a specialism within psychology where 

ANOVAs are likely to be used which led us to the specialized field of applied 

psychology. It is viewed that a reflection on the use of hypotheses is of relevance to 

this field since applied psychologists frequently use comparisons between groups. 

THE FIRST STUDY: A CONTENT ANALYSIS 
 

This study involves a qualitative content analysis (Morgan 1993) of nineteen 

published applied psychology articles. This study was performed in order to explore: 

1. How hypotheses relate to the research goals and research questions 

2. If the proper analysis is used to test a hypothesis and to answer the research 

questions 

3. How hypotheses are formulated 
 

Method 
 

The articles were elected from three applied psychology journals: four articles from 

the Journal of Experimental Psychology: Applied, seven articles from the Journal of 

Applied Social Psychology and eight articles from the Journal of Applied 

Psychology. To decrease the number of appropriate articles we found, we included 

exclusively articles concerning a social or organizational psychology research topic 

which were published in 2007 or 2008 and which had a maximum length of 25 

pages. Table 1 is an overview of the journals, the articles, the authors and the 

publication years. 

[TABEL 1][TABLE 2] 

 

To start a content analysis, a coding frame needs to be developed (Berg 2004). All 

articles dealing with certain themes were assigned the same code. We decided to 

construct a coding frame that was founded on the different article sections: 

introduction, method, analysis and conclusions. To fill in and, when necessary, to 

adjust this theoretical frame, we used open coding to start with; this is the process of 

examining, comparing, conceptualizing and cate- gorizing data (Strauss and Corbin 

1998). We worked our way through several articles until no new codes emerged. This 

occurred after six articles. The final coding frame allowed us to detect patterns and 

relationships between hypotheses and other parts of the papers such as the research 

questions and the analysis techniques used. Table 2 shows the final coding frame. 

 

Results 
 

Table 2 gives an overview of the numerical results. The values in this table are 

frequencies of the number of articles that were assigned a certain code. For example, 

it was found that in 13 out of 19 articles the research was legitimized by pointing to 

the absence of previous research on the topic. 
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How hypotheses relate to research goals and questions 

 

The left panel of Table 2 shows the reasons mentioned for undertaking the research 

projects. The logic underlying most studies is that there is a paucity of research in a 

particular subject or that studies need to be improved because of imperfections. Most 

research aims to expand existing theories, to explore the field of study or to improve 

previous research. For example: “We present three studies that build upon and extend 

the social-identity based model of coop- eration with the organization...” (2, p. 1013). 

The aim of expanding existing theories suggests that most hypotheses emerge partly 

from the existing literature. When exploring new fields, literature seems to be less 

important. 

In most studies, hypotheses seem to be consistent with the theory that is used and 

with the research goals and questions, as in the following combination of an objective, 

a research question and a hypothesis: 

Our mission expanded that of Higgens and Liberman, both by using other interventions 

and by examining whether these findings could be replicated with experts (15, p. 1275) 

The present study examines the efficacy of instructions to disregard preliminary infor- 

mation and interventions for reducing its effect on experts who regularly make hiring 

decisions (15, p. 1273) 

Participants will disregard preliminary information when rating the candidates so that 

the ratings in the control condition will not vary according to whether the preliminary 

information was positive or negative. (15, p. 1276). 

 

Analysis of hypotheses and research question answered 

 

The articles in this study were selected based on their use of ANOVA to analyze the 

collected data. The results of our examination of the methods of analysis are 

presented in the middle panel of Table 2. In most of the articles the hypotheses are 

analyzed in a statistically appropri- ate manner although it is not always clear what 

hypotheses were tested, especially when the authors followed a more exploratory 

approach. This might be explained by the difference in exploratory and confirmatory 

research questions. We will follow up on this idea in Study 2. Although the authors 

used appropriate statistical tests, it was not always clear whether the authors were 

able to answer their research questions. Take, for example, the hypothesis:  

“Applicants who were parents, whether mothers or fathers, would be rated as less 

likely to be committed to the job than would same sex applicants who were not 

parents” (10, p. 190). The authors expected a main effect for the variable “parental 

status” but, after analyzing a 2 × 2 ANOVA, they found a significant main effect 

both for sex and for parental status. As a follow-up procedure, the authors performed 

six post-hoc t -tests which indicated that all four groups differed (but not in what 

direction they differed). After describing these results, they neither concluded that 

their hypothesis was correct, nor that it was incorrect. Not all authors performed 

follow-up procedures and even when these were performed it was difficult to draw 

conclusions about the correctness of a hypothesis. 

 

How hypotheses are formulated 
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As can be seen in the third panel of Table 2, most articles contained hypotheses about 

main effects as well as about interaction effects. It appears that researchers think about 

the relation- ships between the different group means in terms of (in)equalities, for 

example: “Disidenti- fiers will report a stronger intention to spread a negative rumor 

about the entity with which they disidentify than will identifiers, with neutral 

identifiers in the middle” (6, p. 2252). The reports indicate that the relationships 

between the group means are obvious in the case of main effects. They also indicate 

that interaction effect hypotheses are harder to formulate. This can be illustrated by 

the following example: The main effect hypothesis describes how all of the groups 

mentioned in the hypothesis relate to one another: 
 

When men and women are not provided with any gender stereotypical information 

about entrepreneurs, men will report stronger entrepreneurial intentions than women. 

(9, p. 1054). 

The interaction effect hypothesis is not specific as it does not state anything about the 

relationship between men and women: 
Respondent genders and stereotype activation will interact such that  men  will  

report stronger entrepreneurial intentions when presented with an implicit versus an 

explicit masculine stereotype whereas women will report stronger entrepreneurial 

intentions when presented with an explicit versus an implicit masculine stereotype. 

(9, p. 1055) 

2.3 Conclusions of the first study 
 

First of all, the researchers in the selected articles seem to follow the steps of the 

empiri- cal cycle (Groot 1971) in reporting their research findings. Within this 

empirical cycle, the hypotheses take their natural place at the end of the deduction 

step and before data collec- tion and analysis. Second, when researchers want to 

expand existing theories, their research approach may be more confirmatory because 

part of what they are studying has been inves- tigated previously. Consequently, the 

hypotheses are used in a confirmatory manner. When researchers want to explore 

new fields, their research approach may be more exploratory because there is a 

scarcity of research on which to base their own research. Consequently, the 

hypotheses are used in an exploratory manner. Third, on the basis of the publications, 

we found that main effect hypotheses are easier to formulate than interaction effect 

hypoth- eses. Fourth, in most cases the hypotheses are tested to the best of the 

authors’ abilities and, in general, conclusions are drawn based on the results of these 

tests. Fifth, translation of hypotheses and expectations into (in)equality constrained 

hypotheses seems to be justified since researchers already think about their 

expectations in terms of something being larger than, less than and equal to 

something else. This indicates that researchers are already familiar with ordering 

parameters, i.e. informative hypotheses, but that they do not use them to their utmost 

potential. Finally, the conducted research often does not provide a detailed answer to 

the research questions because the exact expectations are not included in H0 or Ha and 

are therefore not tested. 

 

With the first study, insights were gained into the role of hypotheses in the 

reconstructed reality of published research reports. The second study elaborates on the 
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findings above and puts them further into perspective in the actual practice of 

psychological research. 

THE SECOND STUDY: INTERVIEWS 
 

The interview study involves semi-structured interviews with fourteen applied 

psychology researchers. Three research questions are examined: 

(1) How do researchers commonly generate their hypotheses? 

(2) What role do hypotheses play during a research project? 

(3) What are the advantages and disadvantages of the modus operandi and 

informative hypotheses? 
 

Method 
 

A purposive sample, composed of applied researchers working at several Dutch 

universi- ties, was used to collect information from different research disciplines 

within the field of psychology. We  chose different characteristics that were thought 

to be related to the use  of hypotheses since we were interested in the range of 

different views and practices. The sample consisted of six female and eight male 

psychologists. Furthermore, two participants were PhD candidates, one was a Post 

Doc, six were assistant professors and five were full professors. Of these participants, 

five researchers mainly conducted survey research and nine researchers mainly 

conducted experiments. 

 

We chose semi-structured interviews in order to gain more in-depth information 

about the researchers’ perspectives on conducting research. The instrument used was 

constructed based on the research questions as described above and on the findings 

of content analysis. This resulted in a topic list which is found in the Appendix. 

Probes were used if answers needed further exploration or clarification. All 

interviews were conducted in Dutch by the same interviewer. Confidentiality was 

discussed before the interviews started. All interviews were recorded and transcribed. 

Three pilot interviews were conducted before interviewing the sampled researchers 

in order to refine the topic list and to train interviewing skills. 

 

Interviews were analyzed using MAXQDA2007, software for qualitative data 

analysis. A thematic analysis was conducted consisting of open, axial and selective 

coding (Boeije 2010; Strauss and Corbin 1998). First, open coding was applied 

separately to each interview. After fourteen interviews, no new codes emerged and 

data collection was finalized. The second phase in the analysis was that of axial 

coding, whereby we defined and demarcated categories determined their relevance 

and reorganized the codes. We ended the analysis after selective coding, which is 

intended to integrate the categories into a conceptual model. 
 

Results 
 

The analysis of the interview data led to the model shown in Fig. 1. The boxes 

represent the main concepts that emerged during the analysis. The relationships 

between the main concepts, as described by the participants, are represented by the 
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solid arrows. Since most participants were ignorant about informative hypotheses, 

they were not able to discuss their experiences using them. However, they reflected 

on their possible future use. For this reason, the con- cept “Informative hypotheses” 

is represented by an oval and the described relationships are represented by the 

dashed arrows. 
 

The generation of hypotheses 

 

Grey area A in Fig. 1 contains the main concepts concerning the generation of 

hypothe- ses. The participants reported that the most important source for hypotheses 

generation is literature. In addition to literature, common sense, their own previous 

research projects and meetings with colleagues were also frequently mentioned: 
 

Hypotheses can be formed based on literature, but they can also originate in our own 

previous research, completing that research topic. Or, they can arise in conversations 

between my PhD candidates and me. (resp.11, male, professor). 

[FIGURE 1] 

 

The researchers noted two moments at which hypotheses were formulated: One came 

after studying the literature and writing the introduction of the draft report and the 

other came after analyzing the collected data, when hypotheses are further specified. 

The intervie- wees explained that when the results of a study conflicted with the 

expectations stated in the introduction, the hypotheses needed to be (re)formulated in 

order to get a paper published. 

Similarly to what we found in the first study, all of the researchers indicated that 

when formulating hypotheses they think in terms of (in)equalities independent of 

type of effect (simple, main or interaction). In addition, they said that interaction 

effect hypotheses are harder to formulate than simple and main effect hypotheses. For 

example: 
 

In most cases I know what the interaction effect looks like, but when there are 

more than two factors, it gets complicated. (resp.11, male, professor). 
 

The process of hypothesis generation is influenced by the attitude of the research 

group and by the type of research questions someone is interested in (see grey area A 

in Fig. 1). In our study, the researcher’s attitude towards conducting research can 

either be conser- vative, meaning that the empirical cycle will be followed precisely 

and that field specific customs indicate how research is conducted, or open, meaning 

that the rules of the empirical cycle are flexibly interpreted and that new research 

methods are welcome to the field. More conservative researchers tend to formulate 

their hypotheses early on in the research project and the hypotheses then dominate 

the research design, which is implied by the empirical cycle. In addition, the 

researchers’ attitudes seem to be influenced by their age and function, in the sense 

that older researchers and researchers with higher positions tend to be more 

conservative than younger researchers. 

Research questions can be either more strongly confirmatory or more strongly 

explor- atory. A confirmatory research question (when the goal is to expand) seems 
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to lead to the specification of hypotheses early on in the research project, whereas an 

exploratory research question (when the goal is to explore) seems to lead to the 

formulation of hypotheses after the data are analyzed, - if they are formulated at all. 

An example of formulating hypotheses later on in the project is: 
 

This research was more exploratory, I wanted to see what happened... After the paper 

was finished, my supervisor asked me if it might be an idea to insert some hypotheses 

afterwards. (resp.2, female, assistant prof.) 
 

We found indications that a psychologist’s specialization may influence whether a 

research question is confirmatory or exploratory. Specialization, in this case, is a 

specific part of the general research field psychology, such as social psychology. A 

different specialism may have a different research tradition. 

 

Role of hypotheses during the research project 

 

Grey area B in Fig. 1 contains the concepts that the interviewees relate to the role of 

the hypotheses in their research projects. The core concepts of this area all refer to a 

stage of the empirical cycle. 

The interviewed researchers indicated that if they had hypotheses before data 

collection, the analysis was confirmatory. This means that the hypotheses and model 

assumptions were tested first, and that their conclusions were directly linked to the 

hypotheses. In this scenario, hypotheses play a leading role in the research project. 

One of the participants said: 
 

First, I always test the main effects, to replicate previous findings, and then I add   

the moderating variables. In this way I systematically test the theory. (resp.13, male, 

professor). 
 

When hypotheses were absent, the analysis was exploratory, meaning that several 

tests were performed and that conclusions were drawn based on what interesting 

significant results appeared during the analysis. In this scenario, the hypotheses, in 

most cases added to the intro- duction after the analysis was done or because a 

reviewer asked for them, only play a minor role, if any. Both of these scenarios can 

be influenced by attitude and research question. More conservative researchers tend 

to work with hypotheses and prefer a confirmatory anal- ysis, and more open 

researchers tend to work without hypotheses and prefer an exploratory analysis. An 

explorative research question leads to an explorative analysis approach and a 

confirmative question leads to a confirmative analysis approach. 

A process found to be linked to the above is a sequential versus an iterative use of the 

empirical cycle. We observed two ways of using the empirical cycle. A sequential use 

implies that the stages and corresponding rules (introduction ending with hypotheses, 

methods, anal- ysis, conclusion and discussion) are being strictly followed. An 

iterative use implies that researchers jump from one stage of the cycle to another, 

revisiting stages that have already been conducted. An example of the latter is: 
 

When the results are opposite to what we expected, we need to see what we can make 

of it. Can we find corresponding literature? Or, how can we turn our story around so it 

all fits together? (resp. 10, male, assistant prof.). 
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Here we noticed that a conservative attitude and/or a confirmatory research question 

resulted in a preference for the sequential way, whereas an open attitude and/or an 

explor- atory research question resulted in a preference for the iterative way. 

There is one activity dominating the entire research process: publication (right hand 

side of Fig. 1). Our definition of publication includes everything related to the 

publishing of  the report of a research project in the form of a paper in a scientific 

journal. The following quotes will illustrate various aspects of conducting research 

that are influenced by the current practice of publishing psychological research: 
 

Introduction: PhD students don’t have that much time to spend on exploring the liter- 

ature... They are in a constant hurry. (resp. 4, male, professor). 
 

New methodology: In our field we have certain traditions and I am not someone who 

challenges the current rules because it can slow down the publication of the paper. 

(resp. 11, male, professor). 

Analysis: At some point what is right and wrong and what you can and cannot do is not 

the question, it is do you get away with it by the reviewers… as long as the reviewer 

does not complain, it is fine. (resp. 6, female, prof. assistant). 

Results: Originally, this picture was in the paper... Journals don’t want too many pic- 

tures, although it makes clear what the effect looks like. (resp. 5, male, assistant prof). 
 

Advantages and disadvantages of informative hypotheses versus modus operandi 

 

The third research question of this second study explores the advantages and 

disadvantages experienced in the current practice and a reflection on the future of 

informative hypotheses. The dashed arrows in Fig. 1 represent the relationships 

between the concepts previously dis- cussed and the use of informative hypotheses. 

The relationships that were found can be seen as an indication of the situations in 

which informative hypotheses can be an improvement over the modus operandi and 

under what circumstances researchers will actually use them. Advantages of 

informative hypotheses over ANOVAs with follow-up tests mentioned by the 

interviewed researchers were: progress in analysis techniques for the field, the 

possibility to test very specific theories, progress in knowledge building, forcing 

researchers to think more thoroughly about their research and opening up new 

possibilities (meaning that certain 

interaction effect hypotheses can be tested): 

We wanted to look at certain interaction effects but we couldn’t figure out what the 

correct contrasts should be as we wanted to test the whole interaction effect at once. We 

were bound by the possibilities of ANOVAs with follow-up tests. With your technique, 

that would have been possible. (resp. 7, female, assistant prof.) 

Disadvantages that were mentioned were that the researchers were content with the 

current modus operandi, that they lacked the knowledge and skills to learn the 

technique, that spec- ifying informative hypotheses would be too time-consuming, 

that formulating informative hypotheses is a subjective technique and that the 

researchers feared that it would be difficult to get such an article published. To 

emphasize this, one of the participants said: 

The problem with researchers is that they have to publish their work. They need to find 

journals that accept this kind of new unknown techniques. (resp.5, male, professor). 
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The participants were more inclined to use informative hypotheses when they had an 

open attitude, but they were aware that they needed a confirmatory research question, 

that they should formulate their hypotheses before data collection and that they 

should use the empirical cycle in a sequential way. 

 

Conclusions of the second study 
 

Most of the results we found in the interview study correspond with the results of the 

content analysis of the published papers. First, hypotheses commonly originate in 

literature and/or common sense. Second, interaction effect hypotheses are harder to 

formulate then main effect hypotheses. Third, researchers naturally think about group 

means in terms of (in)equalities: This can be considered an argument for using 

informative hypotheses. Apart from these sim- ilarities, we found reports and practice 

diverging on several accounts. First, in analyzing the interviews we found that the 

hypotheses play an important role in a research project when the researchers have a 

conservative attitude, a confirmative research question and when they follow the 

empirical cycle. The hypotheses play a minor role when the researchers have an open 

attitude, an explorative research question and when they do not follow the empirical 

cycle. Second, the data suggest that psychologists conducting experiments generally 

choose a more confirmative approach, whereas psychologists using surveys generally 

use a more explorative approach. Third, we found that the introduction of 

informative hypotheses to applied researchers may be problematic. Researchers who 

have a more open attitude are willing to use informative hypotheses but they do not 

benefit especially from using them because they generally have explorative research 

questions. 
 

DISCUSSION AND RECOMMENDATIONS 
 

In the two studies we conducted, we investigated how hypotheses concerning group 

means are used in reported social science research and in daily practice. Results from 

both stud- ies concurred when they pertained to how hypotheses are formulated: (1) 

Hypotheses are formulated using phrases like “one group will have a higher score 

than another group”, (2) Main effect hypotheses are easier to formulate than 

interaction effect hypotheses. The sec- ond finding is in agreement with literature on 

explicit and tacit knowledge (Polanyi 1966; Sanders 1988). Explicit knowledge is 

knowledge that people actively possess and of which they are aware. Tacit 

knowledge is knowledge that people are not aware of possessing but that they are 

nevertheless able to use. Within this context, main effect hypotheses reflect explicit 

knowledge as they express the more obvious relationships between the group means 

and they originate in literature and in what is already known. Interaction effect 

hypotheses reflect tacit knowledge as they concern thinking more thoroughly about 

the ordering and deciding on what would be the most obvious expectation. The 

results of the two studies differed in the actual use of the hypotheses. One such 

difference is that not all steps taken in research practice are reported, leaving the 

readers of the articles unaware of, for example, non-significant results, changes in 

research methods or experimental settings, and changes in what was expected or 

hypothesized. 
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The core question of this paper is if researchers in social science research are able to 

answer their research questions in a satisfying way by means of their hypotheses. We 

found that, on the one hand, psychology researchers do the best they can, using the 

statistical techniques they have mastered over time; they indicate that they are quite 

satisfied with the answers they get concerning their research questions. On the other 

hand, they do not seem to be aware of getting very little information about the 

correctness of their hypotheses and thus that only a part of their research question is 

answered. 

Results from this research indicate that using informative hypotheses instead of non-

infor- mative hypotheses is a relatively small step to take that can lead to a considerable 

improvement in research question answers: When researchers evaluate their existing 

specific theoretically founded hypotheses instead of default non-informative 

hypotheses they will get more accu- rate research findings and thus to better answers 

to their research questions. Furthermore, formulating informative hypotheses enables 

researchers to use their existing knowledge as a basis for generating new knowledge 

and it may refine their research goals and research questions, clarifying the aims of 

their research projects. 

[BOX 1] 

Of course, both studies described above have their limitations. For both studies, 

general- ization is very limited, due to the selective and small samples. As there is a 

clear format for publishing psychological research, it is not surprising that, in the 

content analysis, we found 
 

consistency in research goal, research question, hypotheses and conclusions, since 

these arti- cles are already peer-reviewed whereby fatal flaws are less likely to occur. 

As most of the researchers who participated in the interview study were not 

acquainted with informative hypotheses, it is difficult to study the practical 

implications of using informative hypotheses instead of non-informative hypotheses. 

Recommendations for social science researchers who are willing to try a new 

research approach can be found in Box 1. 

Two major issues prevent researchers from changing their modus operandi: Attitude 

towards research and attitude towards publication. Concerning the first, the 

information obtained from the interviews indicates that researchers who can benefit 

most from using informative hypotheses (researchers who have a confirmatory 

research question) are less likely to use them because they generally have a more 

conservative attitude towards conduct- ing research. Concerning the latter, when 

articles that use new methods are not published, progress in a scientific field will 

stagnate. Therefore, we recommend that editors and review- ers keep an open mind 

when new methods are presented in an applied article. 
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APPENDIX 
 

The topic list that was used for the interviews of the second study 
 

Introduction 
 Specialism and research 

− topic 

− goals 

− research questions 

Hypotheses 
 Moment of starting to think about hypotheses 

 Sources for hypotheses 

− literature 

− experience 

− colleagues 

 Formulation of hypotheses 

− text or formulas 

− type of effect (main, interaction) 

− links with analysis 

 Formulating interaction effects 

 Effect sizes 

 Standard null and alternative hypotheses 

 Test what you hypothesized 

 Limitations 

 Satisfaction 

Analysis 
 Analysis procedure 

 Reasons for testing 

 Post hoc tests/planned contrasts 

− reasons for use 

− conclusions 

 Satisfaction 

− statistical techniques 

− own knowledge 

Conclusions 
− Drawing conclusions 

− Satisfaction 

− Reporting habits 

Informative Hypotheses 
− Analysis techniques 

− Advantages 

− Disadvantages 

− Deviate hypotheses 

− Promoting informative hypotheses 
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Fig. 1  Model describing relationships between main concepts in study 2 
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 Box 1   Recommendations for using informative hypotheses 
 

  

 Use informative hypotheses when you have a confirmatory research question rather 
than when you have an exploratory research question. 

 Specify your expectations after studying the literature and before collecting data. 

 Invest time and energy in formulating the informative hypotheses properly. 

 Use multiple sources on which to base expectations. As the informative hypotheses 
determine the analysis results, they should originate in a broad evidence base. 

 Analyze the hypotheses with, for instance: Post-hoc tests (Klockars and Sax 1986; 
Toothaker 1993), planned contrasts (Rosenthal et al. 2000), Constrained Statistical 
Inference (CSI) (Barlow et al. 1972; Robertson et al. 1988; Silvapulle and Sen 2005), 
the Order Restricted Informa- tion Criterion (ORIC, Anraku 1999), and Bayesian 
model selection for (in)equality constraint hypotheses (Hoijtink et al. 2008; Mulder et 
al. 2009; Wesel et al. 2010). 

 Find more information about the possibilities of informative hypotheses and analysis 
software on: http://tinyurl.com/informativehypotheses. 
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