ABSTRACT
Objective Electronic health record (EHR) data are used to exchange information among health care providers. For this purpose, the quality of the data is essential. We developed a data quality feedback tool that evaluates differences in EHR data quality among practices and software packages as part of a larger intervention.

Methods The tool was applied in 92 practices in the Netherlands using different software packages. Practices received data quality feedback in 2010 and 2012.

Results We observed large differences in the quality of recording. For example, the percentage of episodes of care that had a meaningful diagnostic code ranged from 30% to 100%. Differences were highly related to the software package. A year after the first measurement, the quality of recording had improved significantly and differences decreased, with 67% of the physicians indicating that they had actively changed their recording habits based on the results of the first measurement. About 80% found the feedback helpful in pinpointing recording problems. One of the software vendors made changes in functionality as a result of the feedback.

Conclusions Our EHR data quality feedback tool is capable of highlighting differences among practices and software packages. As such, it also stimulates improvements. As substantial variability in recording is related to the software package, our study strengthens the evidence that data quality can be improved substantially by standardizing the functionalities of EHR software packages.

BACKGROUND AND SIGNIFICANCE
Electronic health record (EHR) systems are increasingly used in primary care in many countries. Technical developments have made it possible to share EHR data among health care providers who are caring for the same patient. Data sharing is necessary in practices with more than 1 physician, and in some countries there is a national data hub that allows doctors to see summary care records of patients of other doctors. Also, clinical decision support and numerous other e-health applications, partly based on EHR data, have emerged to help health care providers provide safer
and more effective care. In addition, EHRs are increasingly used to monitor and improve the quality of health care. It is believed that the use and reuse of EHR data may improve quality of care and the health of populations. However, to actually achieve these benefits, EHR data need to be complete and correct. For example, EHRs need to provide a complete overview of a patient’s comorbidities, intolerances, comedications, and allergies. However, it has been shown that the quality of recording (and the resulting data) in primary care varies substantially and is considered suboptimal in many situations. It is not a surprise that family physicians are reluctant to depend on EHR data from their colleagues, as they have little confidence in the quality of such data. In order to enhance the use of EHR, it is necessary to enhance trust in the data, and to achieve this, the quality and comparability of the data should be above suspicion.

**Objective**

The purpose of this paper is, first, to compare data quality among practices that use different software packages, and second, to evaluate the effect of a data quality feedback tool to enhance the quality of EHR recording and the resulting data.

**MATERIALS AND METHODS**

**Participants**

A total of 121 practices in the Twente region (eastern part of the Netherlands) were invited to participate in the study. Practices were included in the study if they consented to data extractions to measure the quality of their data. Three software packages were commonly used among these family practices. These are 3 of the 6 most commonly used in the Netherlands.

**Intervention**

Two EHR data extractions were performed to assess data quality. We measured data quality using the data quality feedback tool (see below). Based on the first measurement, which took place in 2010, family physicians received feedback through a Web portal (see below), in which they were compared with their colleagues elsewhere in the region and grouped by software package. In the period between the 2 measurements, they had the opportunity to improve their recording behavior. Also, participating practices had the opportunity to follow courses that were organized by local experts, family physicians who also participated in the study. During these training courses, the results of the first measurement were discussed and participants were trained on how to interpret the indicator scores and what to do with them. A year after the first feedback, a second measurement was performed to assess to what extent data quality had improved. A chart of the timeline of the study is available as [Supplemental Material I](#).

**Survey**

All participants were asked to fill out a questionnaire after the first measurement. The purpose of this questionnaire was to collect information on what kind of actions family practices had taken to improve the quality of recording and to evaluate the usefulness of the data quality feedback tool. The questionnaire was developed especially for this project and piloted by local experts. In total, 79 of the original 92 practices returned the questionnaire.
THE DATA QUALITY FEEDBACK TOOL

Data extraction
Data quality indicators for each individual practice were calculated on the basis of data extractions from the EHR systems in 2010 and 2011. On each occasion, data that had been recorded in the previous 12 months were extracted. We used data-extraction tools that were available from the predecessor of the NIVEL Primary Care Database (https://www.nivel.nl/en/dossier/nivel-primary-care-database), the Netherlands Information Network of General Practice.11 EHR data in different formats, originating from different software packages, were entered into 1 uniform database. Data were de-identified at the patient level. Sites were identifiable only to the researchers. As Dutch law allows the use of anonymized EHRs for research purposes under certain conditions, we did not need informed consent or approval by a medical ethics committee for this study (Dutch Civil Law, Article 7:458).12 The study was approved by the steering committee of the Netherlands Information Network of General Practice in 2009.

Development of the data quality indicators
The data quality feedback tool was developed by NIVEL (Netherlands Institute for Health Services Research), together with the Dutch College of General Practitioners and Scientific institute for quality of healthcare (IQ Healthcare). During the process, the setup and outcomes of the tool were regularly presented to an advisory board of family physicians.

Any attempt to assess data quality should start with assessing the purpose for which the data are intended to be used.13,14 In our study, the primary purpose of the data is to help health care providers manage an individual patient’s care. Therefore, the tool primarily focuses on data elements that are incorporated into the Dutch equivalent of the summary care record that is used in the UK.15 The assumption was that these data elements are the most important in the exchange of patient information. How these data elements should be recorded is described by a guideline based on the same assumption, the “adequate EHR recording guideline” issued by the Dutch College of General Practitioners.16,17 It was decided that data quality indicators should focus on following requirements:

EHR data should:
contain a complete overview of patients’ health problems, contraindications and medications.
be structured following the concept of episodes of care. An episode of care should contain all information about diagnosis, referrals, interventions, and medications with respect to a particular health problem, starting with the first contact and ending with the last contact for that problem.
use the International Classification of Primary Care (ICPC) to describe health problems.

The next step was to develop indicators describing the quality of recording with respect to these data elements. An important challenge here was to not mix up quality of care with quality of recording.

The following data quality indicators emerged from this process (see Supplemental Material II for definitions and interpretation of the indicators):

- Indicators for a complete list of patients’ health problems:
1. Average number of active episodes of care per patient

2. Number of episodes that have a “special attention label” as percentage of the episodes that should have this label

Indicators for completeness of diagnosis codes:

3. Percentage of episodes that have a “meaningful” ICPC code

4. Completeness of ICPC coding for several diseases based on drug treatment. This was done for:

4a. Diabetes: number of patients who have an episode of diabetes (T90) recorded, as percentage of patients taking blood glucose–lowering medication (A10B)

4b. Asthma/COPD: number of patients who have an episode of asthma or COPD (ICPC R95/R96) recorded, as percentage of patients taking sympathomimetics (ATC: R03A), glucocorticoids (R03BA), or parasympathicolytics (R03BB)

4c. Cardiovascular disease: number of patients who have an episode of hypertension (K86/K87), angina pectoris (K74), heart failure (K77), atrial fibrillation (K78), or other chronic ischemic heart disease (K76) recorded, as percentage of patients taking diuretics (C03), beta-blockers (C07), calcium antagonists (C08), or agents targeting the renin angiotensin system (C09)

4d. Depression: number of patients who have an episode of anxiety disorder (ICPC P74), depressed feelings (P03), or depression (P76) recorded, as percentage of patients taking antidepressants (ATC N06A)

4e. Parkinson’s disease: number of patients who have an episode of Parkinson’s disease (N87) recorded, as percentage of patients taking dopa and its derivatives (N04BA)

4f. Epilepsy: number of patients who have an episode of epilepsy (N88) recorded, as a percentage of patients taking anticonvulsants (N03)

4g. Thyroid disorder: number of patients who have an episode of thyroid disorder (ICPC T85/T86) recorded, as a percentage of patients taking thyroid mimetics (H03A) or thyroid statics (H03B)

Indicator for structuring information into episode of care:

5. Percentage of patient encounters recorded as part of an episode of care

Indicators for an appropriate medication list:

6. Percentage of drugs not prescribed in the last 6 months, but still labeled as “current medication”

7. Percentage of drugs linked to an episode of care
8. Percentage of drugs linked to an episode with a meaningful ICPC code

Indicators for medication safety:

9. Percentage of patients for whom a medication allergy or intolerance is recorded
10. Percentage of patients for whom a contraindication is recorded

Indicators were based on the last 12 months of recording. Some data quality indicators are partly dependent on the composition of practice populations. For example, the number of active episodes of care is likely to be higher in practices with a larger number of elderly people, irrespective of quality of recording. This applies also to the number of patients with an allergy or intolerance and contraindications. Therefore, these indicator scores were standardized by age and gender. Standardization was performed by weighing the stratum-specific outcomes of the practice populations to the age and gender distribution of the Dutch population.

Validation
A possible source of variations could be in the way raw data were extracted or processed. Therefore, the validity of indicator scores was checked manually by comparing records in our database with records in the original EHR systems and seeing whether these records were identical and whether data were missing. This was done for each of the software packages in 1 or 2 practices. Any anomalies in data or outcomes of the tool were also discussed with the local practice to assess whether data quality indicator outcomes were plausible in the eyes of the practice.

Web portal
The feedback consisted of graphs for all indicators, showing the scores of an individual practice compared to all other participating individual practices and the overall average. Other participating practices were de-identified to preserve a high participation rate and confidentiality. Figure 1 shows an example of these graphs. In addition, practices received instructions on how to improve data quality, including lists of individual patients with probable incomplete data.

[FIGURE 1]

Philosophy
For many data quality indicators, it is not possible to set clear-cut standards below or above which data quality can be valued as good or bad. This applies, for example, to the number of active episodes of disease. Also, higher or lower scores are not necessarily better scores. The philosophy behind the data quality feedback tool was not to judge, but to make practices aware of their recording behavior and to what extent their scores deviate from other practices. In addition, at a more aggregate level, in many of the indicators, the amount of variation between practices, and software packages as such, is at least as interesting as the number of practices below or above a certain level.

Analyses
Descriptive statistics were computed to investigate differences in scores among participating practices. Differences between the first and second measurement were
tested using the Wilcoxon matched-pairs signed-ranks test. Differences between software packages were tested using the Kruskal-Wallis rank test. All analyses were performed in STATA (version 13). In addition, multilevel analysis was performed to assess the amount of variance at the level of practices (level 1) of software packages (level 2). For this, we used a model without any explanatory variables.

RESULTS

Participants
Of the 121 practices that were invited to participate in the study, 106 (88%) decided to participate in the first measurement of the tool and consented to extraction of EHR data. Of these 106 practices, 93 participated in the second measurement 12 months later. The main reason for dropout was a change in the ownership or management of a practice. One additional practice was excluded from the analysis because of a change of software package between the first and second measurements. In this paper we use data from the 92 practices with 2 measurements.

Variation among practices
Scores on the individual indicators varied considerably among practices in the first measurement (Table 1). For example, the average number of active episodes per patient ranged from 0.9 to 14, with a mean of 5.7 episodes among practices (see also Figure 1). The percentage of episodes that had a “meaningful” ICPC code (indicator 3) ranged from 30% to 100% among practices, with a mean of 79% (see also Figure 2). In the second measurement, results had improved (Table 1). In general, practices had significantly higher scores in the second measurement; in particular, practices that had scored low in the first measurement yielded much higher scores in the second measurement (Figure 2). The variation among practices was considerably lower in the second measurement (Supplemental Material III, Table 1). Nonetheless, a considerable amount of variation in scores remained (Table 1 and Figure 2).

Differences among software packages
We observed a substantial amount of variation among software packages (Figure 3 and Supplemental Material III, Table 2) in the first measurement. As compared to practices using EHR system 1, practices with EHR system 2 had on average 4.5 fewer active episodes per patient (indicator 1) and had ICPC codes recorded with an episode of care in 20% fewer of their episodes (indicator 3). In EHR system 1, 12% of the prescriptions were likely to be falsely labeled as “current medication” (indicator 6), whereas practices using software 2 and software 3 had on average <2%.

Based on the results of the first measurement, the vendor of EHR system 1 actively helped its customers update their current lists of medications and close episodes that were no longer “active.” However, in the second measurement, differences among
EHR systems largely remained (Figure 3 and Supplemental Material III, Table 2). For almost all indicators, differences among software packages were significant at P < .05 in the first and second measurements (Supplemental Material III, Table 2). Multilevel analyses confirmed the importance of EHR systems, as a large proportion of the total variance of most indicators was at the level of software (data not shown). For example, about 40% of the total variation in “the percentage of episodes that have a meaningful ICPC code” was at the software level.

User evaluations of the data quality feedback tool
In total, 79 family physicians returned the questionnaire. These physicians were from 67 of the 92 practices that participated in the study. Of these 79 physicians, 78% agreed that the tool was helpful in gaining insight into their recording habits and in pinpointing recording problems; 85% found the tool helped them follow recording guidelines; 67% said they had taken action based on the first measurement (Table 2). Most of them checked for the completeness of ICPC coding and/or used patient lists provided by the feedback tool to check for incomplete or incorrect data, and 44% checked the active status of diseases. A minority of the physicians also checked contraindications or allergies among their patients (Table 2). In the period between the 2 measurements, 86% of the family physicians followed a course to improve their recording. Moreover, 75% indicated that other employees did the same.

DISCUSSION

Summary of findings
The quality of EHR data is important, as EHR data are increasingly used for the exchange of information among health services in providing care for patients. For example, emergency care providers may not have a complete picture of a patient’s medical background, which may result in treatment errors and a lower quality of care.3,21–23 In addition, Dentler et al.24 showed that data quality influences the validity of quality-of-care indicator results in colorectal cancer surgery. Opondo et al.25 found that adherence to prescribing guidelines varies among software packages. In addition, at a more aggregate level, insufficient EHR data quality may result in invalid morbidity estimates and quality-of-care measurements. Van den Dungen et al.26 for example, showed that calculations of prevalence of diseases based on EHRs is partly dependent on the EHR software package. When used properly, EHR data may contribute to greater patient safety and a more efficient use of scarce resources.27 Good data quality is considered sine qua non for achieving this.

This study describes a data quality feedback tool and its effects, together with accompanying educational training, on the quality of recording in primary care EHRs in 92 family practices.

The data quality indicators in the tool were based on recording guidelines for data elements that are also part of the national summary care record format. Results of the data quality tool were discussed during teaching courses given by peers. We found substantial differences among practices and software packages. Most physicians agreed that the tool was useful in pinpointing shortcomings in their recording habits. The tool had an impact on recording habits of family physicians, but also on the software vendors, as 1 of them actively changed the functionality of its software package in the period between the 2 measurements. A year after the
feedback and educational training, physicians recorded more completely and uniformly, and differences among practices and software packages had diminished. The greatest improvement was achieved among practices that had a relatively low quality of recording at the beginning of the study. However, adequate recording is still far from universal, and a substantial variability in quality of recording is still related to the software package.

**Comparison with other methods to improve data quality**
A range of methods have been proposed to improve the quality of EHR data, in which feedback, education, and training are often the mainstays.\textsuperscript{28,29} It has been found that feedback can be an effective tool to raise the quality of EHR in primary care, especially when it is regarded as clinically relevant, educationally oriented, given by peers, and sensitive to the sociotechnical context.\textsuperscript{30} Several studies have described positive effects.\textsuperscript{31–35} Other methods, such as self-assessments tools making use of quality probes and audits, have also been used.\textsuperscript{36,37} One study demonstrated the value of patient access and input in keeping records up to date.\textsuperscript{38} In the UK, considerably improved levels of data recording have been achieved when financial incentives were introduced as part of the quality and outcomes framework.\textsuperscript{39} In the Netherlands (partly as a spinoff of this study), part of the reimbursement of family physicians in 2012–2014 was made dependent on the completeness of ICPC code recording, and this too seems to have had a positive effect. To date, it is unclear which approach is the most appropriate. Our study shows that giving feedback and education without any financial compensation, just by creating awareness and relying on intrinsic motivation, can be effective. From the improvement science point of view,\textsuperscript{40,41} we would have liked to have assessed the impact of individual contributing factors, but this was not possible within the framework of this study. However, the facts that our tool was developed in close cooperation with physicians, our project was supported by an organization that was firmly embedded in the local health care system, and we were able to visualize the results of our tool in an attractive and understandable way, as well as the presence of training courses given by local experts, all made significant contributions.

**The role of EHR software**
While an effect of software functionality has been found before,\textsuperscript{42–45} there are not many studies reporting the direct impact of different systems on the data quality of EHR. Substantial heterogeneity and a lack of standardization in EHR software functionality were observed in Australia and France, but the actual effect on data quality was not investigated.\textsuperscript{46,47} The need to standardize EHR software has long been recognized in the Netherlands. A so-called reference model was first developed by the Dutch College of General Practitioners in the 1990s.\textsuperscript{48} and nowadays every EHR system complies with this model. However, software packages do vary in the way the requirements of the model are implemented.\textsuperscript{49,50} For example, in software package 1 it is possible to record patient consultations without entering an ICPC code, whereas in software 2 and 3 omitting an ICPC code is virtually impossible. Software 2 and 3 automatically generate a stop date with a prescription, whereas users of software 1 have to enter a stop date manually. Some of these differences may be attributed to a combination of peculiarities of the software and knowledge about its functionalities by users. For example, many users of software 3 were not aware of the possibility to attach a “special attention label” to a specific disease.
data quality feedback tool shows the impact of these changes. However, more research is needed to assess the impact of specific EHR design differences, and differences in local settings and configurations. Results of this research will help us to decide whether it is better to focus on improving doctors’ recording behavior or on the design of EHR systems.

**Limitations of this study**

This study also has some limitations. First, we focused mainly on 1 aspect of data quality: completeness. We think other aspects, like accuracy and correctness, are equally important but dependent on whether a data element is actually recorded (completeness). The different aspects are often viewed as complementary for assessing data quality. However, the main problem in EHR data for managing patient care was regarded to be incomplete recording and not necessarily incorrect or inaccurate recording. Still, some of the indicators touch upon the issue of correctness as well, for example, the data quality indicators that focus on the diagnosis recording and medication. These may indicate not only that a particular diagnosis is missing (completeness), but also that the diagnosis information that is recorded is actually wrong. Also, the data quality feedback tool itself is not necessarily limited to indicators for completeness; it may be expanded to indicators for accuracy and correctness.

Another limitation is the lack of a control group. The differences we found between measurements 1 and 2 may reflect a nationwide trend toward EHR data quality improvement. However, within the framework of this study, it was not possible to establish a control group. The primary intention of the study was to improve the quality of recording in a whole region. All practices in the region were invited to participate in the study and data were retrieved only for those that wanted to participate and get feedback on their quality of data.

A third limitation is the fact that it was impossible for us to distinguish the effects of the data quality feedback tool itself and the educational part of the intervention, as almost all participants received both. Furthermore, it has been found in previous studies that feedback should always be accompanied by educational activities to have an impact. However, the positive effect of the tool is supported by the survey material, as most participants indicated that they found the feedback tool useful in itself. Lastly, the participating practices may not have been representative of all Dutch family practices. They may have been more interested in data quality issues and more motivated to change their behavior beforehand.

**CONCLUSION**

This study describes a data quality feedback tool that shows substantial variation in the quality of recording in EHRs among practices and software packages. Results of this study suggest that providing actionable information to health professionals with this tool, as part of a training intervention, is an effective instrument to improve the quality and comparability of EHR data. Although data quality cannot be addressed by better technology alone, our study also strengthens the evidence that software vendors should be aware of the impact of different implementations of functionalities. We hope that this study contributes to an improvement in the quality of the meaningful use of EHR data.
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TABLES AND FIGURES

Figure 1: Average number of active episodes per patient for each practice in the first measurement. The graph is exemplary of the many graphs that were fed back to the family physicians. Each bar represents the score of 1 practice. Scores were ranked and grouped by software package to visualize differences. Each practice’s own score was fed back in red (shown here as a solid line in black).

Table 1: Results of the first and second measurements with the data quality feedback tool among the 92 practices that participated in the study

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Target values for individual practices (see Supplemental Material for detailed information)</th>
<th>First measurement</th>
<th>Second measurement</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Average number of active episodes of care per patient*</td>
<td>No pre-set target for individual practices</td>
<td>5.7 ± 2.8</td>
<td>6.5 ± 2.5</td>
<td>0.8*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.9-14.1)</td>
<td>(2.0-15.9)</td>
<td></td>
</tr>
<tr>
<td>2. Percentage of episodes that have a &quot;special attention label&quot; as percentage of episodes that should have this label</td>
<td>High percentage is better</td>
<td>65.9 ± 30.1</td>
<td>70.8 ± 25.8</td>
<td>4.9*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.7-100.0)</td>
<td>(6.5-100.0)</td>
<td></td>
</tr>
<tr>
<td>3. Percentage of episodes that have a &quot;meaningful&quot; ICD code</td>
<td>High percentage is better</td>
<td>79.3 ± 18.3</td>
<td>84.1 ± 14.2</td>
<td>4.8*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(30.2-100.0)</td>
<td>(30.8-100.0)</td>
<td></td>
</tr>
<tr>
<td>4a. Number of patients with an ICD code for diabetes as a percentage of patients taking diabetes medication</td>
<td>High percentage is better</td>
<td>98.1 ± 2.8</td>
<td>98.8 ± 1.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(84.2-100.0)</td>
<td>(92.1-100.0)</td>
<td></td>
</tr>
<tr>
<td>4b. Number of patients with an ICD code for asthma/COPD as a percentage of patients taking asthma/COPD medication</td>
<td>No pre-set target for individual practices</td>
<td>58.1 ± 13.0</td>
<td>67.2 ± 10.8</td>
<td>9.0*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(18.4-83.1)</td>
<td>(28.3-83.9)</td>
<td></td>
</tr>
<tr>
<td>4c. Number of patients with an ICD code for cardiovascular disease as a percentage of patients taking cardiovascular medication</td>
<td>No pre-set target for individual practices</td>
<td>77.3 ± 11.0</td>
<td>85.1 ± 9.0</td>
<td>7.8*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(41.9-93.3)</td>
<td>(48.9-96.8)</td>
<td></td>
</tr>
<tr>
<td>4d. Number of patients who have an ICD code for depression as a percentage of patients taking antidepressant drugs</td>
<td>No pre-set target for individual practices</td>
<td>48.5 ± 14.3</td>
<td>55.2 ± 11.5</td>
<td>6.7*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(17.6-76.8)</td>
<td>(21.1-80.8)</td>
<td></td>
</tr>
<tr>
<td>4e. Number of patients who have an ICD code for Parkinson's disease as a percentage of patients taking medication for Parkinson's</td>
<td>Percentage near 100%</td>
<td>76.2 ± 21.3</td>
<td>87.4 ± 17.6</td>
<td>11.1*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(33.3-100.0)</td>
<td>(50.0-100.0)</td>
<td></td>
</tr>
<tr>
<td>4f. Number of patients who have an ICD code for epilepsy as a percentage of patients taking epilepsy medication</td>
<td>No pre-set target for individual practices</td>
<td>30.3 ± 14.1</td>
<td>35.5 ± 14.5</td>
<td>5.2*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(7.5-85.2)</td>
<td>(10.3-89.2)</td>
<td></td>
</tr>
<tr>
<td>4g. Number of patients who have an ICD code for thyroid disorder as a percentage of patients taking thyroid medication</td>
<td>High percentage is better</td>
<td>72.7 ± 17.1</td>
<td>82.5 ± 12.5</td>
<td>9.8*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(25.0-100.0)</td>
<td>(27.3-100.0)</td>
<td></td>
</tr>
<tr>
<td>5. Percentage of patient encounters recorded as part of an episode of care</td>
<td>High percentage is better</td>
<td>91.7 ± 14.7</td>
<td>95.5 ± 10.1</td>
<td>3.8*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(18.9-100.0)</td>
<td>(42.1-100.0)</td>
<td></td>
</tr>
<tr>
<td>6. Percentage of drugs possibly falsely labeled as current*</td>
<td>Low percentage is better</td>
<td>6.1 ± 6.8</td>
<td>3.8 ± 3.3</td>
<td>−2.5*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2-25.7)</td>
<td>(0.2-10.9)</td>
<td></td>
</tr>
<tr>
<td>8. Percentage of drugs linked to an episode of care</td>
<td>High percentage is better</td>
<td>54.0 ± 36.5</td>
<td>63.0 ± 33.2</td>
<td>9.0*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.1-98.8)</td>
<td>(5.5-99.7)</td>
<td></td>
</tr>
<tr>
<td>9. Percentage of drugs linked to an episode with a meaningful ICD code</td>
<td>High percentage is better</td>
<td>84.8 ± 17.0</td>
<td>90.7 ± 11.5</td>
<td>6.0*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(19.8-99.8)</td>
<td>(42.4-100.0)</td>
<td></td>
</tr>
<tr>
<td>10. Percentage of patients for whom a medication allergy or intolerance is recorded*</td>
<td>No pre-set target for individual practices</td>
<td>7.0 ± 4.2</td>
<td>7.6 ± 4.3</td>
<td>0.6*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.5-29.8)</td>
<td>(0.0-32.3)</td>
<td></td>
</tr>
<tr>
<td>11. Percentage of patients for whom a contraindication is recorded*</td>
<td>No pre-set target for individual practices</td>
<td>23.2 ± 15.7</td>
<td>41.9 ± 6.4</td>
<td>18.7*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.8-50.0)</td>
<td>(26.7-57.8)</td>
<td></td>
</tr>
</tbody>
</table>

*Significant at P < .05.

6 Outcomes of indicator 1, “the active number of active episodes of care per patient,” indicator 10, “percentage of patients for whom a medication allergy or intolerance is recorded,” and indicator 11, “percentage of patients for whom a contraindication is recorded” were weighted to the age and gender distribution of a standard population. §This is the only indicator for which lower scores can be regarded as better scores.
Figure 2: Plot of the scores of the 92 participating practices on 2 indicators. Indicator 3: “Percentage of episodes that have a meaningful ICPC code.” Indicator 4g: “Percentage of patients taking thyroid medication who have an ICPC code for thyroid disorder.” Practices with scores above the diagonal line improved on the second measurement; practices further away from the diagonal improved more.

Figure 3: Comparison of different software packages. Indicator 1: “Average number of active episodes of care per patient.” Indicator 3: “Percentage of episodes that have a meaningful ICPC code.” Box plots indicate median and 25% and 75% quartiles; 10% and 90% are presented with brackets, and lowest and highest values with dots.

Table 2: Actions taken by physicians, based on the results of the first measurement (N = 79)

<table>
<thead>
<tr>
<th>Actions</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of physicians who took taken action based on first feedback</td>
<td>53 (67)</td>
</tr>
<tr>
<td>Type of action:</td>
<td></td>
</tr>
<tr>
<td>Checking patients with probably incomplete data, using the provided patient lists</td>
<td>37 (47)</td>
</tr>
<tr>
<td>Better recording of diagnosis with ICPC</td>
<td>37 (47)</td>
</tr>
<tr>
<td>Better recording and updating of active episodes</td>
<td>35 (44)</td>
</tr>
<tr>
<td>Checking on episodes of special interest</td>
<td>31 (39)</td>
</tr>
<tr>
<td>Better recording of allergies</td>
<td>13 (16)</td>
</tr>
<tr>
<td>Better recording of contraindications</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Other actions</td>
<td>7 (9)</td>
</tr>
</tbody>
</table>